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Abstract: In recent years, health information management and utilization is the demanding task to 

health informaticians for delivering the prominence healthcare services.  Extracting the similar cases 

from the case database can aid the doctors to recognize the same kind of patients and their treatment 

details. Accordingly, this paper presents the method called CS-BCF for retrieving the similar cases from 

the case database.   Initially, the patient’s case database is constructed with details of different patients 

and their treatment details.  If the new patient comes for treatment, then the doctor collects the 

information about that patient and sends the query to the CS-BCF. The CS-BCF system matches the input 

query with the patient’s case database and retrieves the similar cases. Here, the CS algorithm is used 

with the BCF for retrieving the most similar cases from the patient’s case database. Finally, the Doctor 

gives treatment to the new patient based on the retrieved cases. The performance of the proposed 

method is analyzed with the existing methods, such as PESM, FBSO-neural network, and Hybrid model 

for the performance measures DCG and fall-out. The experimental results show that the proposed 

method attains the higher DCG of 19.324 and the minimum fall-out 0.042when compared to the existing 

methods. 
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1. Introduction 

Now a day, the enlargement of information technology has altered the entire human life which includes 

medical and healthcare behaviors. In medicine and healthcare, the information technology is used in 

several fields, such as medical imaging systems, medical diagnosis systems, EPR (Electronic Patient 

Record), EMR (Electronic Medical Record), HIS (Hospital Information System), and so on.  These systems 

have various functions, but the purpose of increasing the effectiveness and efficiency of the medical 

behaviors is similar in all these systems [19] [6] [35].  A medical information storage and retrieval system 

is a precious tool used by the healthcare professionals for investigating the medical cases. In clinical 

decision making and healthcare analysis, the EHR (Electronic Health Records) has become a valuable tool 



                        International Journal of Research in Medical and Basic Sciences, ISSN: 2455-2569 
                            Vol.03 Issue-08, (Aug, 2017), ISSN: 2455-2569, Impact Factor: 4.457 

    A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 

International Journal of Research in Medical and Basic Sciences (IJRMS)                                         

http://www.mbsresearch.com email id- mbsresearcp@gmail.com         Page 13 
 

[20] [21]. In applications, like clinical decision support and patient cohort identification, the 

IR (Information Retrieval) that retrieves the documents from the huge collection of data depending on 

the user query has become popular [22] [2].  

MCR (Medical case retrieval) is the process of determining the descriptions of health records of 

patients or diseases which are similar to the query sent by the medical experts. MCR plays the significant 

role in clinical decision support systems [23] and employs the concept of case-based reasoning (CBR) 

[24]. In case-based reasoning, the most similar cases are retrieved from the case database for a given 

query, and the processes, such as diagnosis and treatment are applied to the patient. Anyhow, in 

medical research and education, MCR is the important problem because it permits to choose the 

exciting cases and create the datasets for medical studies visiting the case-based criteria [7]. The case-

based medical information retrieval system gives power to the healthcare experts to determine the 

similar cases and related publications from the medical information repositories [5].  

The CBR utilizes the experience from the previous cases to solve the new problems. A case is defined 

as the experience of the individual and the case database consists of a number of cases. Every case in 

the case database is represented by a problem description and the solution description. The CBR 

consists of four phases, namely retrieval phase, reuse phase, revise phase and retain phase from which 

the retrieval is the important phase because the victory of CBR systems depends on the performance of 

this phase [25]. The major goal of the retrieval phase is to retrieve the cases from the case database 

which are similar to the query. If the retrieval phase does not retrieve the similar cases for the query, 

then the CBR system provide the incorrect solution to the new problem [3].  Additionally, the 

information retrieval is facilitated by advanced compression methods [31] [32] and modern data 

transmission technologies [29] [30] as well as intelligence methods exploited in many applications [27] 

[28]. 

This paper introduces the case retrieval system named as CS-BCF for retrieving the similar case from 

the patient’s case database. Initially, the patient’s case database is constructed with health details of 

different patients and their treatment details.  If the new patient comes for treatment, then the doctor 

collects the health information about that patient and sends the query to the CS-BCF. The CS-BCF system 

matches the input query with the patient’s case database and retrieves the similar cases. Here, the CSA 

algorithm is utilized with the BCF for retrieving the most similar cases from the patient’s case database. 

Since many heuristic methods and intelligence methods [27] [28] are utilized in many applications [33] 

[34]. Finally, the Doctor gives treatment to the new patient based on the retrieved cases. 
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The rest of the paper is organized as follows: Section 2 presents the literature review, and 

Section 3 presents the system model of the proposed case retrieval method. In Section 4, the proposed 

case retrieval method is described. Results and discussions are provided in Section 5 and Section 6 

concludes the paper. 

 

2. Literature Review 

This section presents the review of existing research works on case retrieval and the major challenges in 

the case retrieval process. 

 

2.1 Motivation 

Here, the five existing works on case retrieval is discussed, and the advantages and disadvantages of 

each work are specified. Sungbin Choi et al. [1] have proposed a case retrieval method by integrating a 

semantic concept-based term-dependence feature and formal retrieval model to enhance the 

performance of the ranking.  The advantages of this method are that it was robust and effective, 

enhances the primary evaluation metrics. The disadvantage is that the recall of this method was poor. 

Yanshan Wang et al. [2] have proposed two NLP-empowered IR models, POS-BoW and POS-MRF, which 

integrates the automatic POS-based term weighting techniques into Markov Random Field (MRF) IR 

models and bag-of-word (BoW).  This method was efficient than the existing frequency based and 

heuristic based weighting techniques. This method had two drawbacks; the first one is it depends on the 

tagging performance of POS, the second one is this method did not consider the external data 

resources.  

Yong-Bin Kang et al. [3] have proposed a Retrieval Strategy named as USIMSCAR for Case-Based 

Reasoning Using Similarity and Association Knowledge (AK).  The advantage of this method is that the AK 

can be built from the case base in a simple manner.  This method was not suitable for complex 

structures, like semantic web-based cases, hierarchical cases, and object-oriented cases. Adrien 

Depeursinge et al. [4] have proposed mobile access to peer-reviewed medical information depends on 

the content based and textual search visual image retrieval with optimized communication bandwidth 

and good execution speed.   The limitation of this method was that this method did not have the 

accessibility to the camera. André Mourão et al. [5] have proposed a medical information retrieval 

system for multimodal medical case-based retrieval with unsupervised rank fusion. This method helps 

the users to retrieve the relevant information and minimizes the frustration. The results generated by 

this method were poorer because of the performance difference among the image runs and text.  
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2.2 Challenges 

The medical applications present a number of challenges for the CBR researchers and drive advances in 

research. Significant research issues are listed below: 

 Feature extraction is the problematical task in the topical medical CBR systems because of a 

complex data format in which the data comes from free-text format or time series or images or 

sensors.  

 Most of the CBR systems are based on the knowledge of the experts to perform feature 

selection and weighting. Cases with concealed features influence the performance of retrieval.  

 Most CBR systems evade the automatic adaptation techniques because of several problems, like 

risk analysis, reliability, a large number of features, rapid changes of medical knowledge, the 

complexity of medical domains, and so on [18].  

 A drawback which is general to the methods [26] is that these methods describe similarity for a 

single term. The other drawback is that most of these methods do not deal with the medical 

domain, they only deal with the SNOMED-CT database [17]. 

 

3. System Model 

This section presents the system model of the proposed CS-BCF case retrieval method. Here, the major 

aim is to extract the medical cases from the patient case database which are similar to the input query. 

Figure1. represents the system model of the proposed CS-BCF for retrieving similar cases from the case 

database for the new patient. Here, the Doctor gathers the medical information, such as blood pressure, 

height and weight of the patient, and so on from the new patient and sends these details in the form of 

a query to the medical diagnosis system which compare these details with the patient case database 

and extracts the similar cases. Then, the doctor provides the treatment for the new patient depending 

on the retrieved cases. Each case in the patient case database is represented is represented as an 

attribute- value pair, and for each case, the problem description and the corresponding solution 

description are represented.  
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Figure1. System model of CS-BCF case retrieval method 

 

4. Proposed CS-BCF for retrieving similar cases from the patient case database 

This section presents the proposed for extracting the similar cases from the patient’s case database. The 

proposed system utilizes the BCF function and CS algorithm for extracting the cases which are similar to 

the input query. Figure2. shows the block diagram of the proposed for extracting the similar cases from 

the patient’s case database. The medical details about patients, such as height and weight of the 

patients, blood pressure, and so on are gathered and kept in a patient’s case database, and every case is 

represented as an attribute value. When the new patient comes for a treatment, the doctor collects the 

medical details of that patient and sends the input query to the. The system matches the input query 

with the cases presented in the patient’s case database and extracting the cases which are similar to the 

input query. Here, the CS algorithm is utilized with the BCF for extracting the most similar cases from the 

patient’s case database. Finally, the Doctor provides the treatment to the new patient depending on the 

retrieved cases.  
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Figure2. Block Diagram of the proposed case retrieval model 

 

Consider the case database of patients in which the medical information about the various patients is 

stored. The medical information includes weight and height of the patients, blood pressure rate, and so 

on. Also, the treatment taken for the diseases are kept in the case database. The following equation 

represents the patient case database,  

                                         niCDCD i  1:                                               (1) 

where,
 
CD is the patient’s case database and n is the number of medical cases stored in the 

database. Every case in the case database is represented as an attribute. This can be represented as 

follows, 

                                        mjaCD ji  0;                                                       (2) 

where, ja represents the attribute and m represents the number of attributes.   When the new 

patient comes for the treatment, the doctor gathers the details about diseases of patients, the 

treatments which are previously taken by those patients, and send the query to the medical diagnosis 

system.  The query send by the doctor is represented as follows,                                          

                                          spqQ p  0;                                                   (3) 

where, Q represents the query. pq  represents the number of queries. Then, the input query send by 

the doctor is matched with the patient’s case database and the cases which are similar to the input 

query are retrieved from the case database. Here, the similarity function calculation is performed by the 

BCF. 
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4.1 BCF for calculating the similarity function  

The similarity among the input query and the medical case in the patient’s case database is calculated by 

the Bhattacharyya Coefficient in Collaborative filtering (BCF). The BCF combines the global and local 

similarity values to acquire the most extreme similarity value. Collaborative filtering (CF) is the 

triumphant recommendation system [8-10] in the modern years. Here, the recommendation of items to 

the user is proficient by investigative the other users or other item's rating information. The motive for 

utilizing the collaborative filtering is that it has a number of advantages, such as domain independent 

and precise. The Bhattacharyya measure is engaged in numerous areas, like pattern recognition [11, 12], 

signal processing, and image processing which calculates the similarity between two probability 

distributions [13]. 

The input query is matched with the medical cases existing in the patient’s case database, and the 

cases which are similar to the input query are fetched from the database. The similarity among the input 

query and the medical cases which are already offered in the patient’s case database is calculated by the 

equation (4).  
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where,  pjBC ,  represents the global similarity information between the input query p and the 

case attribute j .The local similarity value grasps the major role, and it creates the local similarity 

information.   and   values are calculated by the Crow search algorithm. If the input query p  and the 

case attribute j  are similar to each other, then  pjBC ,  enhances the local similarity among p and j . 

If the input query p  and the case attribute j  are different from each other, then  pjBC ,  decreases 

the importance of local similarity between p and j .  There are two functions to calculate the local 

similarity, namely  corloc and  medloc . The  corloc function measures the correlation amongst the 

case attribute and the input query which can be denoted in the following equation,   

                                            
  

ji

pj

pjcor

rrrr
rrloc

 ,
,


                                     (5) 

where, jr represents the case attribute and pr represents the input query. i  is the standard 

deviation of the thi  case and j is the standard deviation of the attribute j . Then, the local similarity is 

calculated by the  medloc function is denoted as follows,   



                        International Journal of Research in Medical and Basic Sciences, ISSN: 2455-2569 
                            Vol.03 Issue-08, (Aug, 2017), ISSN: 2455-2569, Impact Factor: 4.457 

    A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 

International Journal of Research in Medical and Basic Sciences (IJRMS)                                         

http://www.mbsresearch.com email id- mbsresearcp@gmail.com         Page 19 
 

                              
  

   







s

p

medp

m

j

medj

medpmedj

pjmed

rrrr

rrrr
rrloc

1

2

1

2

,                                (6) 

where, medr  is the median of the case attributes. jr represents the case attribute and pr represents 

the input query. The global similarity information among the input query and the medical cases in the 

case database is calculated by the function  pjBC , . The BC similarity among the case attribute j and 

the query p is calculated as follows,    
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where,  pjBC ,  produces the global similarity information among the input query p and the case 

attribute j . The following equation calculates the value of
j

kP . 
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where, jk# is the number of cases having thk  attribute value and n is the number of cases in the 

patient case database. 
p

kP can be calculated by the following equation,  

                                              
n

k
P

pp

k

#
                                              (9) 

where, pk# represents the number of queries having the  thk  attribute value and n is the number of 

cases in the patient case database.  

k- retrieval: The input query is matched with the medical cases presented in the patient case 

database, and the BCF function computes the similarity between the query input and the medical cases 

presented in the case database. The BCF function calculates the local and global similarity among the 

cases and integrates these similarity values to obtain the optimal similarity. Finally, the k numbers of 

similar cases having the most similarity are taken as the retrieved cases.  

 

4.2 Optimal weight coefficient using Crow search Algorithm 

Crow search Algorithm (CSA) [14] is a population-based procedure that works based on the behavior of 

crows which kept a large amount of food in this idea that crows store their excess food in trouncing 

places and regain it when required. CSA has smaller number of parameters to regulate therefore it is 

simple to implement. 
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The major principles of CSA are,  

 Crows are living together (flock). 

 Crows remember the position of their trouncing places. 

 Crows follow each other to do the stealing. 

 Crows preserve their caches from being stolen.  

Let assume that the D dimensional environment which has a number of crows. Here, the dimension 

of the solution is two which denotes the alpha and beta. 

The flock size (number of crows) is represented as N and the position of crow C is represented as a 

vector,  max
, ,,2,1;,,2,1 IINCY IC   where  IC

D
ICICIC YYYY ,,

2
,

1
, ,,,   and maxI is the maximum 

number of iterations. Every crow has a memory where the position of its trouncing place is memorized. 

At iteration I , the position of the trouncing place of crow C is represented as ICP , . Consider the crow 

2C needs to visit its trouncing place IC
P

,2 at iteration I, then the crow 1C follows the crow 2C to reach 

the trouncing place of crow 2C . In this situation, two states may happen.  

State 1: Crow 2C  does not know that crow 1C is following it. Here, crow 1C reaches the trouncing 

place of crow 2C  and the new position of the crow 1C  is calculated as follows,  

                           ICICIC
C

ICIC
YPLxYY

,,1, 1,2,1

1

11 
                                             (10) 

where, 
1Cx is a random number with a uniform distribution between 0 and 1. L is the flight length of 

crow 1C at iteration I . 

State 2: Crow 2C  knows that crow 1C  is following it. Here, the crow 2C will fool crow 1C by go to the 

other position to protect its cache from being stolen.  

The state 1 and state 2 is represented as follows, 
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where, IC
A

,2 is the awareness probability of crow 2C  at iteration I and 
2Cx  is a random number with 

a uniform distribution between 0 and 1. 

Algorithm: 

Step 1: Initialization:  
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The optimization problem, decision variables and constraints are defined. Then, the 

adjustable parameters of CSA, flock size  N , a maximum number of iterations  maxI , flight length  L  

and awareness probability  A  are valued. 

Step 2: Initialize the memory and position of crows: 

Here, N  numbers of crows are crows are positioned in a D -dimensional search space randomly as 

the members of the flock. Every crow in the flock represents the feasible solution.  
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Initialize the memory of every crow. Here, the crows conceal their foods in their initial positions, 

because at the initial iteration they do not have any experience.  
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Step 3: Fitness Calculation: 

Apply the weight coefficients given in the corresponding solution to the BCF function to find the k –

retrieved cases from the training data. Then the retrieved case is used to find the f-measure which is the 

fitness. 

Step 4: Generation of new position 

If one crow needs to generate its new position, then it follows any one of the crows and determines 

its new position. Consider the crow 1C needs to find its new position, then it follows the crow 2C and 

finds its new position. The new position of the crow 1C is calculated by the equation (11). This process is 

repeated for all the crows. 

Step 5: Determine the feasibility of the new position 

Here, the feasibility of the new position of the crow is checked. If the new position is feasible, then it 

is updated otherwise the crow stay in the original place.  

Step 6: Fitness Calculation of the new positions 
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Apply the weight coefficients given in the corresponding solution to the BCF function to 

find the k –retrieved cases from the training data. Then the retrieved case is used to find the f-measure 

which is the fitness. 

Step 7: Memory updating: 

The memory of the crow is updated as follows,  
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where,  f  is the objective function. 

Step 8: Termination: 

The above steps are continued until the maximum iteration maxI reaches. 

 

5. Results and Discussion 

This section presents the experimental results of the proposed case retrieval method and the 

comparative analysis of the proposed method with the existing case retrieval methods, such as PESM 

[15], FBSO-neural network [15], and Hybrid model [15] for two different data sets, namely breast cancer 

and breast cancer wins. 

 

5.1 Experimental Setup 

Platform: The proposed case retrieval technique is experimented in a personal computer with 2GB RAM 

and 32-bit OS and implemented using MATLAB 8.2.0.701 (R2013b). 

Datasets used:  The experimentation of the proposed method is performed in two datasets such as, 

breast cancer and breast cancer wins which are taken from the UCI machine learning repository [16].   

Evaluation metrics: Evaluation metrics considered for analyzing the performance of the proposed 

method are Fall-out and Discounted Cumulative Gain (DCG).  

Fall-out: It is defined as the proportion of retrieved non-relevant medical cases and the total number 

non-relevant medical cases. 

           
   

 esmedicalcasreleventnon

esmedicalcasretrievedesmedicalcasreleventnon
outfall




                            (15)                  

DCG: It is defined as a measure of ranking quality. In information retrieval, it is utilized to quantify the 

efficacy of web search engine algorithms or related applications. 
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5.2 Performance Analysis 

Here, the performance of the proposed method is analyzed with the existing methods, such as PESM, 

FBSO-neural network, and Hybrid model for the performance measures DCG and Fall-out. Here, the 

performance is analyzed for two different data sets.  

a) DCG 

Figure 3 shows the DCG curve of the proposed CS-BCF case retrieval method and the existing 

methods, such as PESM, FBSO-neural network, and Hybrid model for different size of testing data. Figure 

3 (a) shows the DCG curve of the proposed case retrieval method and the existing methods for breast 

cancer data set. When the size of the testing data is 10%, DCG of the proposed method is 8.785 while 

the DCG of the existing methods, such as PESM, FBSO-neural network, and Hybrid model is 2.578, 3.654, 

and 5.789 respectively. When the size of the testing data is 20%, the DCG of the existing methods, such 

as PESM, FBSO-neural network, and Hybrid model is 3.786, 4.546, and 7.754 respectively, on the other 

hand, the DCG of the proposed method CS-BCF is 10.348. Similarly, when the size of the testing data is 

30% and 40%, the proposed method has the maximum DCG than the existing methods, such as PESM, 

FBSO-neural network, and Hybrid model.   

Figure 3 (b) shows the DCG curve of the proposed case retrieval method and the existing methods for 

breast cancer wins data set. When the size of the testing data is 20%, DCG of the proposed method is 

11.927 while the DCG of the existing methods, such as PESM, FBSO-neural network, and Hybrid model is 

4.984, 5.947, and 8.026 respectively. When the size of the testing data is 30%, the DCG of the existing 

methods, such as PESM, FBSO-neural network, and Hybrid model is 6.045, 7.762, and 11.873 

respectively, on the other hand, the DCG of the proposed method CS-BCF is 15.467. Similarly, when the 

size of the testing data is 10% and 40%, the proposed method has the maximum DCG than the existing 

methods, such as PESM, FBSO-neural network, and Hybrid model. From figure 3, it can be shown that 

the proposed method has the higher DCG than the existing methods.  
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a) Breast Cancer 

 

b) Breast Cancer Wins 

Figure 3: Illustration of DCG curve of the proposed CS-BCF and the existing methods, such as PESM, 

FBSO-neural network, and Hybrid model 

 

b) Fall-out 

Figure 4 shows the fall-out of the proposed CS-BCF case retrieval method and the existing methods, such 

as PESM, FBSO-neural network, and Hybrid model for different size of testing data. Figure 4 (a) shows 

the fall-out of the proposed case retrieval method and the existing methods for breast cancer data set. 

When the size of the testing data is 10%, the fall-out of the proposed method is 0.054 while the fall-out 

of the existing methods, such as PESM, FBSO-neural network, and Hybrid model is 0.0941, 0.086, and 

0.075 respectively. The proposed method has the fall-out of 0.063, on the other hand, the existing 

methods, such as PESM, FBSO-neural network, and Hybrid model have the fall-out of 0.125, 0.0965, and 
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0.087 respectively for 20% of the testing data. For 30% of the testing data, the existing 

methods, such as PESM, FBSO-neural network, and Hybrid model have the fall-out of 0.146, 0.136, and 

0.093 respectively, on the other hand, the proposed method has the fall-out of 0.076. Similarly, for 40% 

of the testing data, the proposed method has the minimum fall-out than the existing methods.  

Figure 4 (b) shows the fall-out of the proposed case retrieval method and the existing methods for 

breast cancer data set. When the size of the testing data is 10%, the fall-out of the proposed method is 

0.042 while the fall-out of the existing methods, such as PESM, FBSO-neural network, and Hybrid model 

is 0.0832, 0.074, and 0.063 respectively. The proposed method has the fall-out of 0.042, on the other 

hand, the existing methods, such as PESM, FBSO-neural network, and Hybrid model have the fall-out of 

0.0975, 0.081, and 0.072 respectively for 20% of the testing data. For 30% of the testing data, the 

existing methods, such as PESM, FBSO-neural network, and Hybrid model have the fall-out of 0.129, 

0.093, and 0.081 respectively, on the other hand, the proposed method has the fall-out of 0.054. 

Similarly, for 40% of the testing data, the proposed method has the minimum fall-out than the existing 

methods. From figure 4, it can be shown that the proposed CS-BCF method has the minimum fall-out 

than the existing methods, such as PESM, FBSO-neural network, and Hybrid model. 

 

 

 

a) Breast Cancer 
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b) Breast Cancer Wins 

Figure 4. Illustration of Fall-out of the proposed CS-BCF and the existing methods, such as PESM, FBSO-

neural network, and Hybrid model 

 

6. Conclusion 

This paper presents the method called CS-BCF for retrieving the similar cases from the case database.   

Initially, the patient’s case database is constructed with details of different patients and their treatment 

details.  If the new patient comes for treatment, then the doctor collects the information about that 

patient and sends the query to the CS-BCF. The CS-BCF system matches the input query with the 

patient’s case database and retrieves the similar cases. Here, the CS algorithm is used with the BCF for 

retrieving the most similar cases from the patient’s case database. Finally, the Doctor gives treatment to 

the new patient based on the retrieved cases. The performance of the proposed method is analyzed 

with the existing methods, such as PESM, FBSO-neural network, and Hybrid model for the performance 

measures DCG and fall-out. The experimental results show that the proposed method attains the higher 

DCG of 19.324 and the minimum fall-out 0.042when compared to the existing methods. 
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